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Today, the information gathered from massive learning platforms and 
social media sites allows to derive a very comprehensive set of learning 
information. To this aim, data mining techniques can surely help to gain 
proper insights, personalise learning experiences, formative assessments, 
performance measurements, as well as to develop new learning and 
instructional design models. Therefore, a core requirement is to classify, 
mix, filter and process the big data sources involved by means of proper 
learning and social learning analytics tools. In this perspective, this paper 
investigates the most promising applications and issues of big data for the 
design of the next-generation of massive learning platforms and social media 
sites. Specifically, it addresses the methodological tools and instruments for 
social learning analytics, pitfalls arising from the usage of open datasets, 
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and privacy and security aspects. The paper also provides future research directions. 
 

1 Introduction
Among current and future trends in higher education, serious games, au-

gmented reality, cloud computing and storage, Massive Open Online Courses 
(MOOCs), social media sites, jointly with the use of big data and analytics, 
have been identified as the most significant and promising (Johnson et al., 
2015). When massive learning through MOOCs, for instance, is specifically 
considered, learners are increasingly requested to share their learning and social 
achievements on social media and social network sites to increase engagement 
and visibility. From this perspective, the learning environment is no longer 
constrained, but becomes a continuous space “spread” over the Internet (Sie-
mens, 2005).

As of today, learners in online courses typically use a mixed set of Web-
based services, including different/specialised SNS, which can interact with 
smartphones or wearable devices. In fact, the increasing diffusion of SNS ac-
cessed from mobile appliances on an anywhere-anytime fashion have dramati-
cally boosted the availability of personal data, such as geographical locations, 
photos and textual entries. Additionally, the growing coupling among speciali-
sed SNS, e.g. to share photos or to maintain a list of favourite readings, enables 
to exchange and merge a vast portion of the data available on the Internet. 
Therefore, the huge amount of information on learners has to be considered 
big data, which needs to be properly classified, mixed, filtered and processed, 
in order to derive significant indications for learning (Merceron, Blikstein & 
Siemens, 2015).

In general, the most used educational frameworks, such as MOOCs and 
platforms interacting with third-party social media services, are the opportu-
nity to collect unprecedented volumes of information describing how the users 
interact with the learning system. This means that data mining techniques can 
be increasingly applied to gain insights on and potentially personalise human 
learning (Cooper & Sahami, 2013). Accordingly, there is a growing interest 
in the adoption of new sources for the personalisation of the various learning 
experiences, formative assessment of learning, performance measurement, and 
for new learning and instructional design models (Johnson et al., 2015).

Learning analytics and social learning analytics provide the methodological 
foundations to gather and analyse large amounts of details about student inte-
ractions in online learning (Buckingham Shum & Ferguson, 2012; Siemens, 
2013). Currently, the main aims of learning analytics are: i) to find out within 
the bulk information which part is useful to advance in the learning process 
(see, Coccoli et al., 2014 for the case of smart universities), and ii) to reveal 
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patterns that can be used to improve students’ learning (Long & Siemens, 2011). 
Unfortunately, such a rich volume of personal information also accounts for 
privacy and ethics issues (Slade & Prinsloo, 2013). As a consequence, several 
universities have started producing policies on the ethical use of student data, 
grounded on principles that are linked to particular facets of its collection and 
analysis1. 

In this perspective, this paper aims to highlight the most relevant educatio-
nal potentials and challenges offered by the use of big data in massive online 
learning environments and social media sites. Emphasis will be put on the 
following aspects: methodological tools and instruments for social learning 
analytics, issues of open datasets, and privacy and security issues. For each 
theme, the main results achieved in the related literature are presented, along 
with open issues that deserve further investigation and research. Our claim is 
that this paper is not a systematic and analytical presentation of the literature 
related to the topic of big data in education. Rather, it aims at pointing out 
actual and emergent issues related to big data and massive online learning 
environments and social media sites.

The remainder of the paper is structured as follows. Section 2 deals with big 
data and social learning analytics, while Section 3 introduces a discussion on 
open datasets and ethics issues. Section 4 investigates hazards related to privacy 
and security aspects, and Section 5 showcases future research directions and 
implications for design. Lastly, Section 6 concludes the paper.

2 Implications of big data for social learning analytics
The online interaction of learners in asynchronous learning environments 

has been traditionally analysed through techniques such as log files and tra-
cking analysis, content analysis, discourse analysis and, more recently, social 
network analysis (Pozzi et al., 2007). The combination of such approaches, 
exploiting both textual and visual representation of interactions, has seen a 
renewed interest in the fields of learning analytics and educational data mining 
(Buckingham Shum & Ferguson, 2012; Siemens, 2013). Analytics from Lear-
ning Management Systems (LMS) offers a source of data to predict the success 
of learners, e.g. by comparing basic activities related to participation, such as 
content pages viewed, number of posts, or the duration of participation through 
time spent viewing discussion pages and content (Ferguson & Clow, 2015; 
Long & Siemens, 2011). However, even if data collected within LMS closely 
reflects the interaction of learners within a system, modern distributed networks 
and the physical world present additional challenges to be addressed. This is 
1 For the UK Open University policy, see http://www.open.ac.uk/students/charter/essential-documents/ethical-use-student-data-

learning-analytics-policy
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the case of learning activities on platforms like Facebook, Twitter, blogs, and 
physical world data, such as those related to library use or access to learning 
support, that are not captured by LMS analytics (Kop, 2011).

Therefore, to provide meaningful indications for educational purposes, 
massive User Generated Contents (UGCs) require the capability of collecting, 
storing, analysing and presenting data gathered from social media. This has 
recently been addressed by social media analytics, whose purpose is “evalua-
ting informatics tools and frameworks to collect, monitor, analyse, summarize, 
and visualize social media data to facilitate conversations and interactions to 
extract useful patterns and intelligence” (Fan & Gordon, 2014, p. 74).

Social media analytics has been used primarily in business and marketing 
studies. In this field, its aim is to collect relevant data by monitoring various 
sources using different ICT-based techniques, such as the parsing of news 
feeds, access to public data through proper Application Programming Interface 
(API) or by means of Web crawlers. The acquired information is then archi-
ved by using data modelling, data and record linking from different sources, 
stemming, part-of-speech tagging, feature extraction, and other syntactic and 
semantic operations. The selected and filtered information can be assessed for 
meaningful understanding through statistical methods and other techniques 
derived from data mining, natural language processing, machine translation, 
and social network analysis. This stage is the core of the entire process, along 
with the summary of results, their evaluation and presentation mainly through 
visualisation techniques (Fan & Gordon, 2014).

For the case of online learning environments exploiting social media sites, 
the main goal is to understand how to identify effective pedagogies and design 
techniques to foster deep and meaningful learning (Anshari et al., 2016; Kop, 
2011). A recent theoretical model of networked learning relies on quantitative 
and automated methods, such as social network analysis and quantitative con-
tent analysis. Besides, it exploits qualitative techniques of contextual analysis, 
such as discourse analysis (Joksimović, Hatala & Gašević, 2014). For instance, 
the aim of the model is to examine the role of course participants within a net-
work of learners engaged in a Twitter conversation, so as to identify influential 
learners and their contribution to the network knowledge base.

However, as stressed by some scholars (Eynon, 2013), there is not data avai-
lable for every question that educators can ask. This means that only collectable 
data can be analysed and studied, thus orienting the questions and research. 
Indeed, there are significant differences between social media sites and their 
opportunities for data mining. While Twitter is a ready-made laboratory for data 
scientists, data mining of services like Facebook is more challenging. In fact, 
the rich amount of information available on Facebook requires more conservati-
ve privacy-preserving policies, thus preventing full-access to user data. Instead, 
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Twitter only uses short textual entries, resulting into a more “open” design. This 
leads to many studies focusing on a single platform, which have contributed 
to overlooking the wider social ecology of interaction and diffusion of metho-
dological issues. If it is true that Twitter has emerged as a “model organism” 
of big data, the lack of adequate consideration of structural biases of different 
platforms has led to overrepresentation of models of analysis (Tufekci, 2014).

In addition to these considerations, the tracking of specific activity patterns 
does not exhaust the behaviours of learners, such as the content of what they 
share or the meaning people place on connections with others (Eynon, 2013). 
Adopting a critical lens derived from sociological studies, Selwyn (2015) poin-
ted out further important issues that may arise when digital data are used in 
education. One area of concern is related to the reproduction of inequalities 
and social relations. According to Selwyn (Ibidem), social power and control 
dynamics might be reinforced as far as existing power can be made ever more 
invisible or taken for granted. Moreover, there exists a divide between those 
who create data for others to process and those who have the expertise to collect 
and analyse such information.

Another area of concern is related to the role of digital data in reinforcing 
and intensifying the culture of managerialism within educational settings, as 
well as their means for “dataveillance”. From this perspective, digital data 
would reinforce the tendency to produce algorithmically-driven thinking sy-
stems able to solve complex social problems associated with education and, at 
the same time, to control educational institutions and their actors.

3 Open datasets: from technical to ethical implications
The availability of digital data is generating the illusion of immediate access 

and usability. However, the very concept of data encompasses a long history of 
practices in science. The main problem has always been to unravel the arbitra-
riness in most definitions, based on epistemological, methodological and prag-
matic approaches to research problems (Borgman, 2015). Across the domains 
of hard and social sciences, as well as humanities, digital and open datasets 
are expected to be interoperable, reusable, in a machine-readable format, with 
a low degree of granularity, and compliant with the Open Access criteria of 
being publically available. However, as Borgman (Ibidem) stressed, the degree 
of processing can be varied, according to the type of data, the technologies used 
and the researchers’ needs.

In the specific case of social learning analytics, data reuse encompasses 
many drawbacks (Verbert et al., 2012). From late 2000, Technology Enhanced 
Learning (TEL) environments have provided open datasets, enabling an expo-
nential re-use for research purposes. The most successful cases are the Pittsbur-
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gh Science of Learning Center (Koedinger et al., 2010), with more than 270 
datasets derived from intelligent tutoring systems; the Mulce Project (Chanier 
& Reffay, 2011), mostly focused on learners’ interactions about math lear-
ning; and the Harvard Dataverse project, that contains extensive datasets from 
edX MOOCs (Daries et al., 2014). In Europe, the dataTEL research network 
aims at strengthening data sharing culture in TEL research and in the learning 
analytics field. Its major output is the definition of core elements for effective 
data-intensive open projects in TEL environments, such as data and dataset 
properties, together with learning analytics objectives (Verbert et al., 2012).

In spite of the efforts described above in the field of educational data mi-
ning and learning analytics, social learning analytics is a research area that 
requires further understanding. Several datasets are available in projects devo-
ted to social network analysis like UCI Network Data Repository (California 
University)2 or SNAP (Stanford University)3. However, the challenging issue 
is to extract data that can be validly applied to the analysis of learning proces-
ses. In fact, the original open datasets available were configured for generic 
social studies purposes by means of social network analysis tools and not for 
educational analysis.

While the technological front is advancing steadily, ethical issues of digital 
and open datasets are puzzling and demand careful attention. The questions 
raised are not new and pertain to the domain of Internet research (Esposito, 
2012). In fact, one of the main questions regarding datasets containing sensitive 
information is the protection of participants’ identities against external attacks 
or misuses.

The issue relates to the process of data de-identification. Data anonymi-
zation is a key issue in social research (Jandel, 2014). If one of the main pro-
blems is to eliminate “identifiers” (variables such as name, age, and gender), 
also information that might lead to cross-checks connected to identification, 
or “quasi-identifiers”, have to be hidden (Daries et al., 2014). The case of edX 
MOOCs open dataset published in 2014 clearly illustrates the point. The two 
adopted procedures for de-identification, i.e. suppression and generalisation, 
led to the elimination of data records (e.g. participants enrolled in more than 
one course), or to the generalisation of data at a level where the record did 
not provide useful information. As Daries and colleagues (2014) reported, the 
information lost along the process of anonymization was such as to invalidate 
some of the correlations between variables vital to answer key questions about 
the gender or levels of certification in smaller MOOCs. Yet, as The Hague De-
claration4 on open data stressed, the “ethics around the use of data and content 
2 https://networkdata.ics.uci.edu/resources.php
3 http://snap.stanford.edu/data/
4 http://thehaguedeclaration.com/
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mining continue to evolve in response to changing technology”.
Another key ethics issue is connected with the participants’ right to give 

meaning to the data they produce as part of their learning experience (Slade 
& Prinsloo, 2013). According to a dialogical and iterative approach to ethics 
in science, participants should be able to negotiate the ways in which data (in-
cluding themselves) is produced. They are also entitled to ask for explanations 
about how the information is used for science and socio-technical purposes.

A number of learning analytics techniques have been implemented into 
many LMS so far, thus providing feedback to learners and teachers a framework 
to develop skills for lifelong learning. However, at the current state of the art, 
the ways these scenarios are evolving, the educational questions raised and 
the several connections with social learning analytics seem to be far beyond 
end-users’ understanding (Slade & Prinsloo, 2013).

4 Assuring security and privacy issues with big data
Web 2.0 technologies offer many opportunities to enhance the user expe-

rience, as well as to empower social learning analytics. Unfortunately, they also 
certainly account for privacy and security issues (see Caviglione & Coccoli, 
2011) for a comprehensive discussion on new hazards characterising social 
media services). Besides, the convergence on standard representations, such as 
the JavaScript Object Notation (JSON), jointly with the offering of powerful 
sets of API to access information, increase the magnitude of the problem space. 
We mention among others: i) issues in storing the bulk of data to be processed. 
This can be mitigated by means of cloud-storage services, but at the cost of 
economical expenditure and loss of control over the data; ii) hazards in finding 
out useful correlations, applying filters and developing models from incomplete 
datasets. Indeed, privacy filters set-up by users or commercial policies could 
prevent from having the bits of information needed (e.g. the real name or date 
of birth), thus leading to noisy datasets; iii) challenges in processing the bulk 
of information in a reasonable amount of time and with an affordable proces-
sing power. This can be done through third-party services, but with the same 
drawbacks as cloud-storage ones (Caviglione, Coccoli  & Gianuzzi, 2011).

In this perspective, a trade-off between privacy and security requirements 
and constraints arising to support social learning analytics must be pursued. 
This is a fragile balance, especially if recurring to commercially available 
SNS (e.g. Facebook), which could have conflicting goals, such as forcing the 
learning platform to use some assets offered on a pay-per-use basis. Therefore, 
the next-generation of platforms for e-learning wanting to take advantage of 
big data-like features and social learning analytics tools should be engineered 
with proper security and privacy requirements. Nevertheless, the “social” part 
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should be considered as built-in, thus offering efficient abstractions to teachers 
and students to help in their needs and daily routine. Possible features to be 
considered are:
•	 Support standard formats to store and exchange information: the use 

of well-known technologies to encode data could prevent many secu-
rity issues. In fact, popular formats like eXtensible Markup Language 
(XML) have been widely studied and their vulnerabilities are largely 
documented. Besides, ad-hoc or proprietary formats might be prone to 
attacks using information hiding approaches (Mazurczyk & Caviglione, 
2014);

•	 Consider proper layers to import/export services: to be effective, 
analytics procedures should be able to correlate and dig up a huge 
variety of data, e.g. pictures, network parameters, and statistics de-
scribing lectures attended. Hence, the resulting amount of data could 
require sophisticated and machine-intensive computations. Therefore, 
future e-learning platforms should be cloud-aware, as the use of exter-
nal storage and computation assets might be mandatory. Besides, by 
providing the support to cloud as a built-in feature, the overall software 
architecture would be more robust and secure, as it exploits native and 
strict authentication and security policies, reducing the risk of attacks 
(Caviglione, 2009);

•	 Perform network checks both for security and analytics: many threats 
attack the network portion of the software architecture in charge of de-
livering e-learning services. A good framework should use the “secure” 
version of protocols, e.g. HTTPs. At the same time, an effective online 
e-learning platform should perform security checks, such as controlling 
the number of incoming connections, changes in the IP address used by 
the user, as well as sudden alterations in the geographic location. Such 
data could be used to enrich the bulk of information provided by SNS, 
as network analytics has proven to be effective to infer behaviours of 
users. Possible examples are the duration of a session, the amount of 
interaction with peers, and habits with use of learning material (e.g. the 
usage of a desktop vs a mobile device). This approach has two main be-
nefits: data is available for free and such bits of information are inferred 
rather than pushing users to put details online in an explicit manner;

•	 Reduce	the	risk	of	“profile	fusion	attacks”: social-based services, in-
cluding those offering e-learning material, are very specialised. Each 
one could offer a very narrow, but precise, view of an individual (e.g. 
preferred books, restaurants and places). In this scenario, learning ma-
terials, such as the courses selected, the topics of thesis or mid-term 
assignments, could be merged with other public data in order to infer 
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secret or unavailable information. Modern MOOCs could attract more 
students or craft ad-hoc course materials by exploiting data fusion and 
social analysis, for instance to offer insights on hot topics of interest. 
Obviously, the more sensitive information is used, the more secured it 
must be so as to avoid reducing the overall privacy of a user with public 
data available on the Internet;

•	 Use plug-ins with a proper degree of suspicion: the urge of porting ac-
tual e-learning tools towards a more social environment often imposes 
exploitation of features provided by third parties, for instance SNS. As 
a paradigmatic use case, we can consider the feature of log-in into a 
system through Facebook. On the one hand, this could prevent security 
hazards due to flawed software implementations or non-updated OSes in 
the hosting platform. On the other hand, this “lazy” form of delegation 
would result in less rich and specific data availability and, more impor-
tantly, require an external entity to act as data collector and provider.

5 Implications for research and design
Big data undoubtedly offer advantages to educational scientists, but there 

are also a number of implications for research and design that should be taken 
into consideration.

From an educational perspective, it is necessary to reflect on a series of 
issues. According to Selwyn (2015), first, it is important to understand what 
kind of data is available and how it is gathered and analysed by educational 
institutions and organisations. Second, there is the need to understand who 
is going to use the collected information and to what outcomes its use will 
lead. Third, analysts are required to address proper tools and technologies to 
respond to the questions raised. All these claims demand the development of 
analytic skills and attributes to engage effectively with the data, as well as the 
development of methodological competences that could also be aware of the 
theoretical implications.

In addition, as seen above, the overrepresentation of models of analysis ba-
sed on certain platforms should be counterbalanced by new “model organisms”, 
properly identified for different social media platforms and able to contain 
skewness of mechanism analysis (Tufekci, 2014). Moreover, since social media 
users usually participate in more than one site at the same time (e.g. Facebook 
and Twitter), understanding broader patterns of connectivity between platforms 
becomes imperative if we want to study how people connect with others in 
social media. The study of social media big data should be complemented, 
whenever possible, with other methodological approaches, such as qualitative 
studies, interviews and digital ethnographies.
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Also as for the crystallization of big data collected through social learning 
analytics in open datasets, different challenges are present, especially in the 
process of collecting, polishing, and curating data, and proper infrastructures 
are required to support access, reading, and re-usability of data. This encom-
passes the analysis of workflows, the structure and the type of data as scientific 
information (Borgman, 2015), as well as the need for the expertise implied in 
dealing with data as processes and objects. Today, open datasets on social net-
works abound, although curated collections of open datasets on social learning 
analytics are rare. Moreover, “data literacy” (Atenas, Havemann & Priego, 
2015), such as researchers’ ability not only to create data but also to reuse open 
data, emerges as a concern for professional development and connected rese-
arch. With regard to ethical issues, future research should focus on the models 
of de-identification, privacy and anonymity. A number of projects today are 
considering “differential privacy” as a means through which to act on data at a 
level where statistical models can be produced interacting with pre-processed 
data (Daries et al., 2014). Another trend of research should further explore the 
legal constraints and the new regulations about privacy, identity protection and 
data property, as also reported in The Hague Declaration.

 As regards security, today reference implementations of social learning 
analytics mainly delegate the process of collecting and filtering data to SNS. 
Therefore, the security and privacy layer has to be considered “as-is” rather 
than reflecting real needs or technological constraints (Caviglione, Coccoli 
& Merlo, 2014). Moreover, the lack of an open standard and limitations in 
the access of data often requires the use of “homemade” gathering procedu-
res, such as screen scraping. This, jointly with the heterogeneity of security 
solutions, prevents from having a unique and coherent layer. Therefore, the 
advent of next-generation learning platforms with social capabilities must be 
meticulously engineered, from the phase of data generation, to data collection 
and the relating process of packaging for dataset exportation and sharing. In 
fact, they could add important bits of individuals and could also be used as 
targets to force the student online identity (e.g. by using profile fusion attacks). 
Nevertheless, exam schedules, selected courses and detailed descriptions of the 
relationships with classmates are definitely an effective source of information 
for attacks based on social engineering. For such reasons, the next-generation 
of users should be properly trained or guided by the software platform used for 
e-learning to avoid/prevent personal-detail-disclosing pitfalls.

Conclusion
In this paper, we have presented some of the most relevant applications and 
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methodological issues of big data for the design of massive learning platforms 
and social media sites. We have showcased potential advancements of social 
learning analytics, pitfalls arising from the usage of open datasets, and privacy 
and security aspects. As discussed, the use of big data can surely represent an 
important advancement, but there is still the need to address a variety of issues, 
ranging from ethics to development of mechanisms to enforce users privacy 
and security.
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